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vlite (2)
• in memory db 

• Just uses numpy arrays, matricies 

• 🔥 Fastest vector db retrieval with binary embeddings, less than 1.1s to search 
500k documents 

• >77.95% faster than Chroma on indexing, >422% faster on retrieval, and >3.6x 
smaller on disk 

• 🦜 in langchain 0.1.17 (today) 

• Ingest text, PDF, CSV, PPTX, webpages, OCR out of the box using surya-ocr



MRL

From: https://huggingface.co/blog/matryoshka



Binary Quantized Embeddings

• Most embedding models: 1024 dim at float32, 4 bytes per dim 

• Mixedbread model          : 1024 dim at binary, 128 dim at int8



Docs
• add(data: List[str], metadata: Dict) 

• Long, short, multiple or just one piece of text 

• Supports 128 dims at int8 w/ sota mixedbread large run locally 

• retrieve(string: str, top_k: int) 

• Something you want to recall 

• Returns similarity scores and matching texts from corpus



Results



CTX files



Create dumb tools
As interfaces need more data from you to make their 
algorithms better, embeddings allow for higher fidelity 
representations on your data and can be used with llms 
directly — creating a standard for embedding cookies, 
similar to browser cookies in browsers is important for 
composability and portability.


This could exist via a sign in with embeddings option or by 
importing your data or through a new browser made for 
LLMs


This requires a ridiculously lightweight, simple vectordb not 
focused on precision or enterprise customers but focused 
on “just working” without dependency hell or slow retrieval 
times


vlite 2 is all of that and more. It just works. no databases(its 
just a dictionary), lightweight (~25kb), and entirely built on a 
clean and small file system called CTX which saves all your 
vlite data in .ctx files



Future
• Swift/JS libraries 

• Use CTX files to be used between all different libraries and stuff 
them into a browser cookie / browser SQL 

• Run embedding models using Web GPU

Questions, comments, concerns: 
https://github.com/sdan 

@sdand

https://github.com/sdan




yecombinator.com


